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Introduction

Deep Learning is transforming radiology as we know it. Publications on Artificial Intelligence (AI) in diagnostic imaging are packed with Deep Neural Networks (DNN) aimed at augmenting the practice of radiology.

According to Richard D. White, MD, MS (Chair, Department of Radiology, The Ohio State University College of Medicine (OSUCOM)): “It is crucial for AI researchers to collaborate with expert radiologists and incorporate their insights into the process of developing clinically meaningful AI algorithms.”

The project was spearheaded by Barbaros Selnur Erdal, PhD (Director, Laboratory for Augmented Intelligence in Imaging (LAI²), Department of Radiology, OSUCOM). According to Dr. Erdal: “It is not a question of whether we want to use AI for clinical diagnostics, but a question of whether we are ready when AI becomes indispensable in the clinical environment.”

Both Dr. White and Dr. Erdal, along with Luciano M. Prevedello, MD, MPH (Vice Chair, Informatics and Augmented Intelligence in Medical Imaging, OSUCOM), have combined their collective diagnostic imaging and engineering expertise to develop the clinical workflow guiding this project.

Deploying AI algorithms in a clinical environment is challenging. The tools and workflows of a data scientist’s AI lab are, in general, significantly different from those of radiologists in a clinical environment. In order to bridge this gap, the OSUCOM Department of Radiology, and NVIDIA, partnered to seamlessly scale the deployment of a coronary artery classification algorithm for Computed Tomography (CT) images into the hospital infrastructure. This report describes the clinical workflow, and how The Ohio State University’s (OSU) Radiology imaging-research scientists and imaging experts, achieved scalable clinical deployment for their AI-based solution using the NVIDIA Clara™ Deploy SDK.
Using novel data augmentation techniques and transfer learning, the LAI² scientists in OSU’s Radiology department, developed an Artificial intelligence (AI) algorithm to classify coronary arteries for the presence vs. absence of atherosclerotic disease on CT images [1]. The images were acquired from patients evaluated in the OSU Emergency Department (ED) for chest discomfort, a symptom suggestive of coronary artery disease. These images were originally classified into two categories by an expert radiologist.

- Images that showed no signs of atherosclerosis in any of the coronary arteries.
- Images that displayed signs of mild to severe occlusions in at least one coronary artery.

The annotated data was then used to train the neural network. The results were very promising, with the network showing high classification accuracy. But it needed validation, if it were to be used as a solution for automatic classification of coronary artery occlusion in a clinical workflow.
The challenge for the OSU LAI² science team was to enable expert radiologists to evaluate the AI algorithm in a hospital infrastructure with minimal disruption to their existing workflow.

At OSU, syngo.via is the integrated imaging software that is utilized in the clinical workflow by radiologists:

- Once images have been acquired from the scanner, they are sent to the institution's PACS.
- The patient's study then appears on the radiologist's worklist in PACS, and the images can be opened in Syngo.Via for interpretation.

The AI classification algorithm needs to be seamlessly integrated into this workflow for availability to the radiologist for post-coronary segmentation processing by MeVisLab.
Challenges of Deploying AI Algorithms

- AI research teams in hospitals generally use varying software tools for developing AI algorithms. Clinical radiologists, in general, are not familiar with these frameworks and software tools.
- It is important that any evaluation of AI algorithms seamlessly integrates into existing clinical workflows.
- The AI algorithms that are developed need to be capable of communicating through standard DICOM infrastructure.
- Crash proof quality-of-service must be guaranteed for the deployment in order to eliminate disruptions to the hospital workflow.

Note: In case of evaluations, the regulatory process is beyond the scope of this whitepaper.

Besides the mentioned constraints on the deployment of AI algorithms in clinical settings, associated costs need to be considered as that may slow the pace of AI research. Hence, there is a need for a cost-effective and scalable way to evaluate and deploy AI algorithms in a hospital setting.
OSU Solution Walkthrough

To take an AI algorithm from a research lab to clinical deployment for evaluation, the OSU LAI² team used NVIDIA Clara Deploy™ SDK as the underlying framework.

Figure 2. Clara Powered Workflow
Since the goal of this project was to integrate the AI-based coronary classification algorithm into a clinical workflow, it was important for the classification results to be displayed in Syngo.Via. This was achieved using the NVIDIA Clara Deploy framework and configuring the following workflow:

1. The radiologist opens the patient data in Syngo.Via and selects the most appropriate phase for interpretation. DICOM then sends the series to MeVisLab.
2. MeVisLab processes the input series by segmenting the coronary arteries and creates straight-line Multiplanar Reformations (MPRs) for each vessel. A custom graphical user interface [2] was developed at LAI\(^2\) for labeling any coronary artery showing signs of atherosclerosis by an expert radiologist (Dr. Richard D. White).

Note: *Segmentation package in MeVisLab is provided by Siemens, and is the same package used inside of Syngo.Via.

3. The straight-line MPR images are sent to NVIDIA Clara Deploy DICOM Adapter.
4. The DICOM Adapter monitors the incoming DICOM images. A classification workflow is initiated every time there is a new DICOM image.
5. The OSU imaging scientists developed a custom DICOM Reader (NVIDIA Clara Deploy SDK includes a reference implementation) that passes the images for conversion from 3D DICOM images into 2D representations for ingestion by the inference-ready classification model.
6. Using NVIDIA Clara Deploy, an NVIDIA\(^\text{®}\) TensorRT\(^\text{™}\) inference server is invoked to perform classification inference on the stacked 2D CT images of the coronary vessels.
7. The inference from the classification algorithms produces probability values that are then pushed to a MongoDB database.
8. MeVisLab watches the MongoDB for updated values of the probabilities, and then generates a new DICOM series containing the areas with high probability for the presence of coronary atherosclerosis.
9. This newly created series is then sent to Syngo.Via to be overlayed (fused) on the original images for the interpreting radiologist.
Compute Engine Selection

The OSU LAI² team selected NVIDIA DGX Station™ for its deployment hardware infrastructure. This fully integrated and optimized system enabled the team to quickly start developing a proof-of-concept for the coronary CT Segmentation workflow.

NVIDIA DGX Station features four NVIDIA® Tesla® V100 Tensor Core graphics processing units (GPUs) fully connected through NVIDIA® NVLink®, the NVIDIA high-performance GPU interconnect, delivering 500 teraFLOPS of AI power powered by a complete NVIDIA DGX™ software stack. It includes NVIDIA GPU-optimized containers from NVIDIA GPU Cloud™ (NGC), a software hub for deep learning frameworks, pre-trained AI models and industry solutions such as the NVIDIA Clara AI toolkit.

The OSU team invested in a hardware infrastructure that could scale with multiple workflows. With Kubernetes-based orchestration, the resources could be partitioned for diverse workloads based on compute requirements.
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NVIDIA Clara Deploy Software Architecture

The NVIDIA Clara Deploy SDK provides an industry-standard, container-based development and deployment framework for building AI-accelerated medical imaging workflows. The SDK uses Kubernetes “under the hood,” equipping developers and data scientists with the ability to define a multi-staged container-based pipeline.

The main advantage for the OSU LAI² scientists of using a modular framework like the NVIDIA Clara Deploy SDK, was the capability to accelerate the deployment of an AI algorithm in an existing medical imaging workflow. It allowed data scientists to work closely with the expert radiologists and collaborate for faster development of AI-augmented workflows. The key features of NVIDIA Clara Deploy SDK that made this possible were:

- **DICOM Interfacing** – NVIDIA Clara Deploy SDK includes a DICOM Adapter that allows receiving and sending of DICOM objects using standard DICOM protocols. The NVIDIA Clara Deploy SDK also includes a DICOM reader and writer reference containers.
- **Crash proof Kubernetes-based deployment** which is ideal for hospital environments and scalable for heterogeneous multi-modality workflows.
- **Seamless integration into existing tools** through the foundational framework. The data science team at OSU would need to only update the AI base container for the next algorithm that they plan to evaluate.

Here is what Dr. Vikash Gupta, research scientist and the lead engineer for this project had to say about the Compute Engine selection:

“*The Clara platform has helped us deploy our AI algorithms and is helping us bridge the gap between AI research and the clinical environment. The engineers at NVIDIA have helped us integrate Clara and address security protocols associated with protecting patient health information, which is a must-have when it comes to deploying clinical solutions. It is great to see NVIDIA acknowledging those strict requirements. Clara AI also supports various integration interfaces and DICOM communication capabilities, which were crucial for tying in different user endpoints such as databases and diagnostic viewers at the Wexner Medical center.*”

The Department of Radiology within OSUCOM, under the leadership and direct involvement of Dr. White, translated an AI algorithm that showed high accuracy for the classification of coronary arteries into an integrated clinical workflow that augments the exclusion vs. detection of atherosclerosis in coronary arteries. NVIDIA DGX-Station and NVIDIA Clara Deploy SDK powered the OSU LAI² team with the compute engine foundation necessary to accelerate the development and deployment of AI-powered workflows in medical imaging.
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